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Enset is a monocarpic perennial crop that belongs to the Schistaminae order 
and the Musaceae family. Enset is a significant food security crop in 
Southern Ethiopia, where almost 20 million people depend on it for 
survival. Plant leaf diseases and damaging pests are foremost challenges in 
Enset production. This study looks into the use of deep learning to detect 
bacterial wilt disease and Enset mealy bug pest, where data is obtained in 
small amounts and collected under minimally controlled conditions. We 
employed data augmentation to get over the limits of the dataset size. The 
proposed approach is divided into four stages. The initial part entails

gathering healthy and diseased Enset images with the support of agricultural 
experts, from various farms and research institutes. Then image processing 
tasks, resizing and segmentation are applied on the collected dataset in 
order to get an enhanced (simpler) image and to extract region of interest 
from the dataset images. Finally, using the collected dataset, the created 
model is trained and evaluated, and it is compared to the state of the art 
pre-trained convolutional neural network models: AlexNet, 
ResNet-50, Inception v3, DenseNet-201, VGG16 and EfficientNetB3. 
The proposed approach is implemented using Google collaboratory or 
"colab" for short. To detect and classify Enset diseases, the model has an 
accuracy of 99.68% for training and 98.87% for testing.
Keywords: Enset bacterial wilt; Enset mealybug; Convolutional neural 
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INTRODUCTION

Enset ventricosum (false banana) has high significance in the day to day

life of more than 20 million Ethiopians as a food source, fiber, animal
forage, construction materials, and medicines [1]. The production of Enset
is hampered by biotic and abiotic agents such as insect pests, weeds, wild
animals and soil nutrient depletion. Enset diseases are caused by several
bacteria, fungi, viruses, and nematodes. The Enset bacterial wilt and mealy
bug are the major constraints in the production of Enset [2].

The field of digital image processing refers to the use of a digital computer
to process digital images. It's important to remember that a digital image is
made up of a finite number of pieces, each of which has its own location
and value. The ultimate objective of computer vision is to have computers
mimic human vision, which includes learning and being able to draw
inferences and conduct actions based on visual inputs. This field is a subset
of Artificial Intelligence (AI), with the goal of simulating human
intelligence. The application of computer vision to carry out duty for value
examination, sorting, and automatic processes is growing in the agricultural
business [3]. Image analysis (also known as image understanding) is a branch
of computer vision that sits between image processing and computer vision
[4]. CNN is an architecture that is being used for different computer vision
tasks. Each layer of CNN learns to extract features from input images that
will be used to classify the images in the end. The benefit of using a deep
learning approach is that it reduces the number of image processing steps
required when compared to typical machine learning methods [5]. The aim
of this study is to detect and classify Enset diseases and pests using image
processing techniques and a deep convolutional neural networks.

Statement of the problem

The bacterial wilt and mealy bug diseases of Enset are widespread in the
country’s major Enset growing regions causing losses of up to 100%
destruction of farm fields in extreme cases. Currently, BWE has infected
over 80% of Enset farms, and no Enset clone has been identified that is
totally resistant to bacterial wilt. Mealy bug is also the major disease of Enset,

about 37.6% of Enset plant is infected by these pests [6]. Because the
majority of Ethiopian farmers are uneducated and do not receive accurate
and thorough information regarding Enset crop diseases, they have the
wrong concept about the symptoms and causes of the diseases, so they
require expert advice. On the other hand, it is impossible for crop
pathologists to visit every farm, and because even crop pathologists rely on
manual eye inspection, the manual prediction approach is ineffective, time
consuming, and labor intensive. The other constraint is mealybugs, which
are white colored pests that attack the top root parts of Enset. Mealy bug
infested Enset plants exhibit retarded growth, loss of vigor, dried lateral
leaves but green central shoot and eventually plant death. By looking at the
top root parts of the plant we can identify them by their whitish color.

Other minor but commonly reported diseases of Enset besides bacterial wilt
and mealybug are black sigatoka and Corm rot [7]. To the best of our
knowledge, only two studies on the detection of bacterial wilt of Enset have
been undertaken, and no studies on the detection of mealybug have been
conducted. Hence, it is crucial to design a model that can automatically
identify and classify the two major diseases of Enset. Identifying plant
diseases using computer vision has been done for more than a decade and it
has produced promising results. But only few researches have been
conducted in Enset disease detection and classification. It is therefore the
aim of this study to apply image processing and deep learning. Finally, this
study attempts to investigate and answer the following research questions.

• What are suitable methods and algorithms to apply to prepare a quality
dataset for experimentation?

• Which deep learning algorithm is suitable for detecting and classifying
Enset plant diseases and pests?

• To what extent the proposed model works in detecting Enset diseases?

The objective of the study: The main objective of this study is to design and 
develop an automatic Enset diseases and pests identification model by using 
image processing and deep CNN.

Specific objectives:

• To collect datasets of Enset according to the three classes we are going to
classify.
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• To select and construct algorithms that are best suited for colour image
segmentation.

• To make comparison between different machine learning algorithms.
• To construct a CNN model for automating Enset disease detection.
• Test and evaluate the proposed model with an unseen dataset.

MATERIALS AND METHODS

Research design

In this study, the experimental research design is used for data preparation, 
model building, training the model, and testing the proposed model.

Data acquisition

Image data were collected from Wolkite university incubation center, 
Gurage zone ‘Cheha’, and ‘Eza’ district local Enset farms. Domain experts 
are involved during the collection, experimentation and evaluation of this 
proposed model. The collected sample images of Enset for this study were 
taken with a Sonny VIXIA HF M50 HD camera, which features a 24 MP 
camera with a default resolution of 4248 × 5664 pixels, giving a total of 
(24,060,672 pixels or 24 MP). Three hundred twenty eight (328) for each 
healthy and mealybug classes, and 331 images are collected for the bacterial 
wilt class, nine hundred eighty seven (987) images are collected in total. It is 
divided using 80/20 data split for training and testing respectively. 
Allocating 80% of the dataset for training is close to optimal for reasonable 
sized datasets (greater than 100 images) [8]. Since the amount of data

collected is limited, data augmentation is applied during training to
artificially increase the amount of data (Figure 1).

Data augementation

The augmentation techniques used in this thesis are 
geometric transformations and color space transformations (Table 1).

Parameters Values

Rotation range 15

Rescale 1/255

Shear range 0.1

Zoom range 0.2

Horizontal flip True

Width shift range 0.1

Height shift range 0.1

Image processing

For this study, we applied image resizing and image segmentation only. 
Image resizing is done because the CNN algorithm accepts a defined image 
size format so all of our images should be of the same size, and also it is 
easier for our hardware resources to work with low image sizes. Image 
segmentation is done to extract the region of interest from the images.

Implementation tools

Experiments are based on a Google colab and anaconda prototype built 
with Keras (Tensor flow as a backend). Google Colab offers a free Intel(R) 
Xeon(R) CPU 2.30 GHz with 2 CPUs, 8 GB of RAM, 78 GB of storage, 
and 15 GB of GPU, so why not take advantage of it. With a batch size of 
50, the model is trained for 50 epochs.

System performance and user acceptance testing

The model is evaluated by running validation dataset on the developed 
model. The model was then tested by new test dataset and evaluated the 
prediction accuracy using confusion matrix. In addition, we compared our 
results to state of the art models like AlexNet, ResNet-50, VGG16, 
Inception v3, DenseNet-201 and EfficientNetB3, which have been widely 
employed in earlier research. Models that have won ILSVRC (Image net 
Large scale visual recognition challenges) in previous years are 
consideredstate of the art. User acceptance is performed by Gurage zone 
agricultural institute domain experts (Figure 2).
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Figure 1: Data collection chart.

TABLE 1
Augmentation techniques used



Proposed model architecture

Figure 2: Proposed model architecture.

Image data preprocessing

The dataset collected has a dimension of 5664 × 4248 pixels, so it takes too 
much time and resource to process. As a result, for efficient processing, we 
scale the photos to a uniform 256*256 dimension. OpenCV is used for 
image resizing and conversion into Numpy array.

Segmentation

Our dataset contains shadows and noises so it is impossible segment the 
ROI part of the region with extreme color detection. In order to segment 
the leaves from the images, otsu thresholding, background marker and color 
segmentation were used together (Figure 3).

Figure 3: Segmentation of healthy, bacterial wilt and mealy bug plant.

The non-ROI part of the image is given a value of zero to accomplish the
segmentation. Because the pixel values outside the region of interest are
similar, they are (set to zero), which allows the CNN algorithm to focus on
learning the distinguishing traits (Figure 4).

Figure 4: Segmentation algorithm for segmenting ROI from image.

Feature extraction

In this study, CNN is used for feature extraction. During the training phase, 
CNN includes feature extraction and weight computation. A convolution 
operator, which is beneficial for solving complex processes, is used to give 
these networks their names. The given input data is first sent to a feature 
extraction network, and the retrieved features are then sent to a classifier 
network.

Classification

Based on the features gathered, classifiers are used to identify and categorize 
the diseases that affect plant leaves. K-Nearest Neighbors (K-NN), Support 
Vector Machines (SVM), Convolutional Neural Networks (CNN), and 
Artificial Neural Networks (ANN) are some of the classifiers that can be 
used to detect diseases in plants. Since CNNs have achieved significant 
achievements in the field of computer vision, deep Convolutional Neural 
Network (CNN) models are used in this study to identify diseases in Enset 
plant.

Training phase

Feature learning for training and constructing a model

Convolution layers: The input layer, hidden layers, and output layer make 
up a convolutional neural network. The hidden layers of a convolutional 
neural network include layers that perform convolution. This usually 
comprises a layer that does a dot product of the convolution kernel with the 
input matrix of the layer (Table 2).

Layer (type)

param#

Output shape

conv2d_6 (Conv2D)

896

256, 256, 32
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TABLE 2
Summary of our model



128, 128, 32

128, 128, 32

128, 128, 64

64, 64, 64

64, 64, 64

262144

96

3

max_pooling2d_4 (MaxPooling2) 

dropout_4 (Dropout)

conv2d_7 (Conv2D)

18496

max_pooling2d_5 (MaxPooling2) 

dropout_5 (Dropout)

flatten_1 (Flatten)

dense_2 (Dense)

25165920

dense_3 (Dense)

291

Total params: 25,185,603 

Trainable params: 25,185,603 

Non-trainable params: 0

Pooling layer

The authors used two pooling layers in our model and for both of the 
pooling layers, we used a 2 × 2 pool size with the stride of 2 × 2. For this 
study, the authors have used max pooling because we are interested in the 
bright pixels of the images. For example, the following Figure 5 shows max 
pooling being applied on part of an image (Figure 5).

Figure 5: Maxpooling.

Activation function

The linearity activation function Rectified Linear Unit (ReLU) was
employed.

Dropout

After each Maxpooling layer and also after the flatten layer, we utilized a
dropout layer with a dropping probability of 0.25 and 0.4.

Classification using the model

Fully Connected layer (FC): To compute the final output probabilities for
each class, the authors used only one fully connected layer. As there are
three classes, the first layer has 96 neurons and the final (output) layer,
which is the model’s output layer, has three neurons. The output of the
flattening layer, which is a vector value, is accepted by the first FC layer.

RESULTS

Experimenting CNN algorithm by applying image
segmentation

Experimental result of CNN after image segmentation registers a training
accuracy of 99.68% and a validation accuracy of 98.87%. It has a training
loss of 0.92% and a validation loss of 3.03%. This classification accuracy is
obtained when the model is trained by applying segmentation, data
augmentation, maxpooling, stride, dropouts, and Adam optimizer (Figure
6).

Figure 6: Classification accuracy and loss of our model.

The authors tested our model's accuracy in predicting this dataset. On all 
of our test datasets, our model predicted properly with an accuracy of 
99.97%and a loss of only 0.01%. There are 34 mealybug class images, 34 
bacterial wilt class images, and 32 healthy class images in our test dataset. 
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The model successfully predicted all of the mealybug images, all of the 
bacterial wilt images from 34 test images, and all of the healthy images from 
32 images.

Changing training and testing dataset ratio

The outcome of the proposed model with a split ratio of 70/30% for the 
training and testing dataset is examined. The Enset disease detection model 
registered a training accuracy of 99.15% and a validation accuracy of 
98.98%. It has a training loss of 2.19% and a validation loss of 5.13%. This 
classification accuracy is obtained when the model is trained by applying 
data augmentation, maxpooling, stride, and dropouts (Figure 7).

Figure 7: Training and validation accuracy and loss of 70/30 split.

Figure 8: Training and validation accuracy of 70/30 split.

As shown in the confusion matrix below, the model successfully predicted 
correctly on all of our test datasets with an accuracy of 99.95% and a loss of 
only 0.7% (Figure 10).

Figure 10: Confusion matrix of 70/30 split.

Changing optimizers

Experimental results of our model by applying AdaGrad optimizer: In 
this experiment, we tested our model by changing the optimizer from Adam 
to AdaGrad. The model registered a training accuracy of 96.79% and a 
validation accuracy of 92.88%. It has a training loss of 8.84% and a 
validation loss of 26.19% (Figure 11).

Below Figure 12 indicate the training and validation learning curves. The 
learning curves indicate that our model performs well by using AdaGrad 
optimizer too (Figures 12-14).

Figure 12: Training and validation accuracy graph of our model by 
applying AdaGrad optimizer.
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Figure 11: Training and validation accuracy and loss by applying 
AdaGrad optimizer.

Training and validation accuracy rises while training and validation loss 
reduces, as illustrated in the training loss and accuracy curve in Figures 8 
and 9.

Figure 9: Training and validation loss of 70/30 split.



Figure 13: Training and validation loss graph of our model by 
applying AdaGrad optimizer.

Figure 14: Confusion matrix of our model after applying AdaGrad
optimizer.

Experimental result of our model by applying Stochastic
Gradient Descent (SGD)

In this experiment, we tested our model by changing the optimizer from
SGD. The model registered a training accuracy of 98.65% and a validation
accuracy of 96.61%. It has a training loss of 3.98% and a validation loss of
14.26%. The model took 25 minutes to train, with each epoch requiring an
average of 15 seconds (Figure 15).

Figure 15: Training and validation accuracy and loss with SGD.

The graphs below indicate the training and validation learning curves. The
learning curves indicate that our model performs well by using SGD
optimizer too. The graphs indicate no sign of over fitting and under fitting
(Figures 16 and 17).

Figure 16: Training and validation accuracy graph with SGD.

Figure 17: Confusion matrix after applying SGD.

Comparing the proposed model with the state of the art
models

Comparison with AlexNet model: A detailed description of AlexNet model 
is explained in chapter two. The performance (accuracy and loss value) of 
AlexNet-50 model is shown in Figure 18. AlexNet-50 achieves 
97.34%training and 94.30% validation accuracy. It has a training loss of 
8.54% and a validation loss of 21.17%. It takes 24 minutes to train the 
model, taking 14.4 seconds per epoch on average. The size of the model is 
also very huge (321 MB). Training and validation accuracy rises while 
training and validation loss reduces, as illustrated in the training loss and 
accuracy curve in Figures 18 and 19.

Figure 18: AlexNet training and validation accuracy graph.
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Figure 19: AlexNet training and validation loss graph.

Comparison with VGG16

The performance (accuracy and loss value) of the VGG16 model is shown 
in Figures 20-22. VGG16 achieves 99.89% training and 98.96 
validation accuracy on our data, as shown in Figure 20.

Figure 20: VGG16 training and validation accuracy and loss.

Figure 21: VGG16 training and validation accuracy graph.

Figure 22: VGG16 training and validation loss graph.

As clearly depicted in Figure 22 the confusion matrix shows the following 
results. There are 34 mealybug class images, 34 bacterial wilt class images, 
and 32 healthy class images in our test dataset. VGG16 predicted all of the 
test dataset images correctly with an accuracy of 99.98% and a loss of only 
0.36%.

Comparison with ResNet-50 model

The performance (accuracy and loss value) of ResNet model is shown in 
Figures 23-25.

Figure 23: ResNet model training and validation accuracy and loss.

The graphs below indicate the training and validation loss and accuracy
curves of ResNet. Training and validation accuracy rises while training and
validation loss reduces, as illustrated in the training loss and accuracy curve
in Figures 24 and 25. The graph reveals some evidence of overfitting
throughout some epochs where the validation accuracy is better than
training accuracy.
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Figure 24: ResNet model training and validation accuracy graph.

Figure 25: ResNet model training and validation loss graph.

Comparison with inception model

The performance (accuracy and loss value) of Inception v3 model is 
shown in Figures 26-28. Inception v3 achieves 99.78% training and 
99.48% validation accuracy on our data. It has a training loss of 0.7% and a 
validation loss of 10.30%. It takes 23 minutes to train the model, taking 
13.8 seconds per epoch on average. The size of the model is also huge (85.8 
MB).

Figure 26: Inception v3 training and validation accuracy and loss.

The graphs below indicate the training and validation loss and 
accuracy curves of Inception v3. Training and validation accuracy rises 
while training and validation loss reduces, as illustrated in the training 
loss and accuracy curve in Figures 27 and 28. The graph reveals that 
inception performed very well on our dataset without overfitting and 
underfitting problems.

Figure 27: Inception v3 training and validation accuracy graph.

Figure 28: Inception v3 training and validation loss graph.
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There are 34 mealybug class images, 34 bacterial wilt class images, and 32 
healthy class images in our test dataset. From 34 images found in healthy 
class it correctly predicted 31 of them incorrectly predicted 2 images as 
mealybug and 1 image as bacterial wilt. From 34 images found in mealybug 
class it correctly predicted all of the images. It also correctly predicted all of 
the images found in bacterial wilt class. Totally Inception v3 predicted 
well on our test dataset with an accuracy of 97% and a loss of only 9.2%. As 
we can understand from the experimental results Inceptionv3 and 
ResNet-50 almost have the same performance towards our test dataset.

Comparison with DenseNet-201

The performance (accuracy and loss value) of DenseNet-201 model is shown 
in Figures 29-31. DenseNet-201 achieves 99.88% training and 99.48% 
validation accuracy on our data, as shown in figure 4. It has a training 
loss of 0.8% and a validation loss of 11.55%. It takes 27 minutes to train 
the model, taking 16.2 seconds per epoch on average. The size of the model 
is also huge (75 MB).

Figure 29: DenseNet-201 training and validation accuracy and loss.

The graphs below indicate the training and validation loss and accuracy 
curves of DenseNet-201.

Figure 30: DenseNet-201 training and validation accuracy graph.

Figure 31: DenseNet training and validation loss graph.

There are 34 mealybug class images, 34 bacterial wilt class images, and 32 
healthy class images in our test dataset. DenseNet-21 predicted all of 
our images to correct classes. Totally DenseNet-201 predicted perfectly on 
our test dataset with an accuracy of 100% and no loss at all, 0.0%. As we 
can understand from the experimental results DenseNet-201 performed 
best in test dataset.

Comparison with EfficientNet

The performance (accuracy and loss value) of EfficientNetB3 model is 
shown in Figures 32-34. DenseNet-201 achieves 48.01% training and 
52.01% validation accuracy on our data. It has a training loss of 
27.10% and a validation loss of 31.78%. It takes 41 minutes to train the 
model, taking 24.6 seconds per epoch on average. The size of the model is 
also huge (250 MB).

Figure 32: EfficientB3 training and validation accuracy and loss.

The graphs below indicate the training and validation loss and accuracy
curves of EfficientNetB3.

Figure 33: EfficientNetB3 training and validation accuracy graph.
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Figure 34: EfficientNetB3 training and accuracy loss graph.

As clearly depicted in Figure 35 the confusion matrix shows the following
results. On our test dataset with an accuracy of 34% and a loss of 64%.

Figure 35: EfficientNetB3 confusion matrix.

Comparing our model with machine learning classifiers

Comparison with random forest classifier: Random forest classifier
registered classification accuracy of 97.92%. As depicted in Figure 36,
random forest missed 4 images from a total of 193 images.

Comparison with XBoost classifier

Random forest classifier registered classification accuracy of 97.40%. As 
depicted in Figure 37, XBoost miss classified 5 images from a total of 193 
images.

Figure 37: XBoost classifier.

Comparison with support vector machine

Support vector machine registered classification accuracy of 97.92%. As
depicted in Figure 38, support vector machine miss classified 4 images from
a total of 193 images (Tables 3 and 4).

Figure 38: SVM classification.

Summary of comparisons between proposed model and state of the art 
models (Tables 3 and 4).

Models Training accuracy, loss 
(in %)

Validation accuracy, 
loss

Number of misses 
during prediction

Model size (in Mb) Training time 
(in minutes)

Our model 99.68, 0.0092 98.87, 0.0303 0 21 8 minutes

Our model (without 
segmentation)

99.26, 0.0238 97.93,0.0738 0 21 10.8

AlexNet-50 97.34, 0.0854 94.30, 0.2117 8 321 24

VGG16 99.89, 0.001 98.96, 0.0254 0 57.1 20
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Figure 36: Random forest classifier.

TABLE 3
Summary of comparisons



ResNet-50 95.72, 0.1416 93.26, 0.2026 3 93.9 13

Inception v3 99.78, 0.007 99.48, 0.1030 3 85.8 23

DenseNet-201 99.88, 0.008 99.48, 0.1155 0 75 27

EfficientNetB3 48.01, 2.710 52.01, 3.178 66 250 41

TABLE 4

Summary of the comparison between our model and other models from related works

Researcher name Test accuracy

Y. kibru 97.86%

Kibru A. and Getahun T. 94.04%

G. Selvaraj 97.36%

Our model 99.97%

specialists, investors, and farmers in accurately detecting diseases and pests
before they spread. The results of our experiment show that the suggested
CNN model may considerably aid in the accurate detection of Bacterial
Wilt, root mealy bug, and healthy Enset images with minimal computing
effort and a limited number of images. The suggested model performs
better in terms of accuracy, loss, training time, and model size. In terms of
precision, we have a training accuracy of 99.68% and a testing accuracy of
98.87%. In comparison to earlier versions, the model is much lighter and
trains much faster.

RECOMMENDATIONS

The deep CNN model suggested in this study can be utilized to detect
problems such as bacterial wilt and mealybugs in bananas. Future
agriculture will use sophisticated technologies such as autonomous drones
and mobile applications. We recommend developing mobile application
that automatically detects diseases in real time. We also recommend further
study on developing autonomous drones that can detect diseases and take
accordingly measures.
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DISCUSSION

With the exception of efficientNet, all of the models were evaluated on a 
second dataset that was not viewed during the model's training and yielded 
positive results. Model performance while training is measured using 
classification accuracy metrics, while model performance during testing is 
measured using the confusion matrix. Overall, our model is as accurate as 
the finest pre-trained models, but it is considerably smaller and requires less 
training time. The dataset that we utilized to train the model, i.e., the 
images in the dataset are easily classified with human eyes, is the 
fundamental reason that the proposed model and most state of the art 
models offer good results. Another reason our proposed model performs 
well is that we used smaller filters in the network's convolution layer. The 
use of lower convolution sizes aids in the identification of extremely small 
features that are utilized to distinguish between the input image and the 
output image, and the risk of losing a crucial feature is greatly reduced.

This chapter describes in detail the experimental evaluation of the 
suggested methodology for the automatic detection of Enset disease and 
pests. The dataset used and the proposed model's implementation are 
detailed in depth. In addition, the outcomes of the tests are reported and 
compared to current models. Our model had a high level of classification 
accuracy and properly predicted all of the test image datasets. When 
compared with previous research on Enset disease identification, our model 
registered better accuracy and less training time. In comparison to state of 
the art models, it was also trained faster and weighs less.

CONCLUSION

Bacterial wilt and root mealy bugs are wreaking havoc on Enset production, 
reducing the quantity and quality of the crop. Robots, temperature and 
moisture sensors, aerial photos, GPS technology, and computer vision will 
all is used in future agriculture. To begin the future farming approach of 
Enset, we built this Enset disease detection using computer vision utilizing 
CNN. CNN was highlighted as a significant contributor and a recent 
research topic for the automatic detection of Enset diseases and pests in this 
study. Following a thorough study of the literature and relevant research, we 
discovered that the detection of Enset diseases and pests receives little 
attention and remains an unsolved problem. The aforementioned issues 
were addressed in this study by incorporating extra components like strides 
and a pooling module into the basic or default CNN design. Using images 
of normal and diseased Enset, a deep CNN system for detecting Enset 
diseases and pests were constructed. As a result, reliance on human 
specialists' talent and experience is lessened.

The importance of the proposed system will result in a shift in detection 
progress in terms of accuracy and efficiency. In the detection of Enset 
diseases and pests, the system has learned a 99.68% training accuracy and 
98.87% validation accuracy. As a result, the established model can assist
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